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About The Organization 

 

 

 

 

Jivi.ai is a healthcare startup company founded by Mr. Ankur Jain, the former Chief 

Product Officer of BharatPe. The main objective of the organization is to revolutionize 

primary healthcare through the utilization of artificial intelligence. Jivi AI uses massive 

language models, machine learning, generative AI, and digital health technologies to 

enhance healthcare accessibility and efficacy.  

Since it was established in December 2023, the company has assembled an 

interdisciplinary team of experts and scholars from esteemed universities including 

Stanford, MIT, Harvard, and Yale. With intentions to expand its operations to the US, 

Jivi AI has already worked with more than 100 doctors, physicians, and hospitals, mostly 

in India.  

The ultimate objective of Jivi AI is to enhance global healthcare outcomes for billions of 

people. To support its growth and development, the firm has acquired its first initial 

funding and is currently negotiating additional finance rounds. 

Jivi's Large Language Model (LLM), Jivi MedX, achieves an average score of 91.65 

across the nine benchmark categories on the leaderboard, surpassing well-known LLMs 

like OpenAI's GPT-4 and Google's Med-PaLM 2. Leading AI platform Hugging Face 

hosts the leaderboard, which rates LLMs with a focus on medicine based on how well 

they respond to questions about medicine from tests and studies. 
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Abstract 

Background  

LLMs are neural network architectures trained on massive amounts of text data. This 

allows them to analyse and synthesize information, generate different creative text 

formats, and answer questions in an informative way. Large Language Models (LLMs) 

such as GPT-4 have created new opportunities for AI applications in the medical domain, 

offering possible assistance to medical practitioners in the form of precise and thorough 

medical responses. To ascertain the efficacy and practicality of three top LLMs—GPT-4, 

Anthropic, and Cohere—in various medical specializations, this study assesses their 

performance. 

Objectives  

This study aims to assess the accuracy, completeness, and user satisfaction of GPT-4, 

Anthropic, and Cohere's AI-generated medical replies. The study also seeks to determine 

each model's advantages and disadvantages to facilitate its adoption into healthcare 

environments. 

 

Methods  

Creating medical answers for a series of pre-formulated questions covering eighteen 

different medical fields was the evaluation's task. Using a Likert scale, responses were 

evaluated for accuracy, completeness, and user satisfaction. A statistical study was done 

to compare the performance of the three LLMs, and healthcare professionals evaluated 

the responses to provide satisfaction ratings. 

 

Key Findings 

 Overall Performance: In 16 of the 18 fields of medicine, GPT-4 fared better than 

Anthropic and Cohere. 

 Accuracy: With a mean accuracy score of 5.4, GPT-4 was the most accurate, 

followed by Anthropic; Cohere continuously displayed poorer accuracy. 

 Completeness: With a mean score of 2.6, both GPT-4 and Anthropic received 

good marks for completeness, whereas Cohere received a lesser score of 1.7. 

  Satisfaction: The GPT-4 had the highest level of satisfaction, which is indicative 

of improved usage and acceptance among medical professionals. 
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 Response Length: GPT-4 successfully struck a balance between brevity and 

detail, while Anthropic occasionally gave answers that were overly verbose and 

lengthy. 

 

Conclusion 

The best LLM for producing medical responses is GPT-4, which offers the most accuracy, 

comprehensiveness, and user experience. Even while Anthropic performs competitively 

in some areas, its lengthy replies might need to be optimized. On the other hand, Cohere 

requires a lot of work in terms of accuracy and thoroughness. The study emphasizes how 

LLMs might improve patient education and clinical decision assistance, but it also 

emphasizes the necessity for ethical standards, data privacy protections, and ongoing 

model improvement. 

 

Limitations 

 Limited sample size and specialization scope. 

 Subjectivity in ratings of user satisfaction. 

 Controlled environment assessments that do not incorporate the real world. 

 Updates and ongoing assessments of LLM capabilities are required. 

 

Implications and Future Research 

Ensuring ethical use and overcoming practical issues are necessary for the effective 

integration of LLMs into healthcare. Subsequent investigations ought to concentrate on 

practical testing, enhancing contextual comprehension, and examining the enduring 

effects on patient results and healthcare efficacy. 
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Introduction 

Large language models (LLMs) are becoming a significant milestone as the demand for 

comprehensive natural language processing skills keeps rising. The way we engage with 

text has changed tremendously because of the rapid advancement of AI technology. 

LLMs enable us to communicate, evaluate, and create knowledge with an array of 

sophistication that was previously not achievable.  

 

The potential for significantly enhancing patient and healthcare provider access to 

medical information emerges with the integration of natural language processing (NLP) 

models. Machine learning methods called large language models (LLMs) can 

comprehend and produce text that mimics that of a person.  

 

Large language models can learn from data with greater efficiency than traditional 

supervised deep learning models thanks to a two-stage training process that involves self-

supervised learning on enormous amounts of unannotated data in the first stage and fine-

tuning on smaller, task-specific, annotated datasets in the second stage so they can 

function on end-user-specified tasks. 

 

Chat-Generative Pre-Trained Transformer (ChatGPT), a conversational chatbot built on 

top of Generative-Pre-Trained Transformer-3.5 (GPT-3.5), an LLM featuring about 175 

billion parameters, is one such AI-powered technology that is currently becoming highly 

discussed. The training data used by ChatGPT comes from a variety of online resources, 

including books, papers, and web pages.  

 

By employing reinforcement learning from human feedback to refine ChatGPT for 

conversational tasks, the algorithm grows capable of considering the complex nature of 

users' intentions and can manage a range of end-user tasks, including queries related to 

medicine. 

 

Considering the growing volume of medical data and the intricacy of clinical decision-

making, NLP technologies may be able to help doctors make timely, well-informed 

judgments, thereby enhancing the general effectiveness and quality of healthcare. 
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Without any specific training, ChatGPT performed at or close to the USMLE passing 

criteria, indicating its potential for clinical decision assistance and medical education.  

 

Furthermore, the democratization of knowledge generated by technological 

improvements means that patients are no longer primarily dependent on medical 

professionals for information. In fact, as easy-to-use and readily available sources of 

medical information, people are increasingly using search engines and, more recently, AI 

chatbots. Along with other newly announced chatbots, ChatGPT conducts dialogues and 

answers complex medical questions authoritatively.  

 

Nevertheless, despite its promise, ChatGPT frequently generates outputs that appear 

reliable but are inaccurate, thus its use in medical practice and research should be 

approached with caution. It has not been determined whether these engines are accurate 

and reliable, especially when it comes to open-ended medical queries that patients and 

doctors are likely to ask. 

 

Here in this research, we have used 3 large language models- Anthropic, Cohere, and 

GPT. 

 

1) Anthropic 

Claude, Anthropic's language model, has an array of 

remarkable characteristics and unique ethical considerations. 

Claude, created by a group of former OpenAI researchers, uses 

a novel "Constitutional AI" technique to highlight AI safety 

and alignment. 

 

Features: 

Constitutional AI: A "constitution" of moral and human rights-based precepts is 

incorporated into Claude's training. Creating interactions that are constructive and safe, 

directs the AI's self-evaluation and response production. Long Context Handling: For 

applications demanding long-term coherence and in-depth document analysis, Claude 3 

models can handle a broad context window of up to 1 million tokens. 

 

Various Models:  

Claude 3 comes in three different forms: 
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1) Haiku: Quick and economical, good for easy jobs. 

2) Sonnet: Perfect for most enterprise applications, it strikes a balance between cost 

and intelligence. 

3) Opus: A top-tier model with sophisticated thinking and innovative problem-

solving ability for intricate jobs. 

 

Accuracy and Reliability: The most recent Claude models show notable increases in 

accuracy and a decrease in false information. To improve trustworthiness features like 

citation support are being implemented. 

Document and Data Processing: Claude is capable of reading and analyzing lengthy 

papers. He also provides features that are helpful for enterprises and research, like 

summary and in-depth data extraction. 

 

Limitations on Ethics: 

Alignment Tax: The model's usability may occasionally be hampered by the emphasis 

on ethical alignment. For instance, Claude could decline to help with certain 

programming questions if they seem dangerous, which some users find restricting. 

 

Bias and Fairness: Although biases have been reduced, it is still difficult to strike a 

balance between objectivity and usefulness. Although the model has improved in terms 

of bias benchmarks, it is still developing in this regard. 

 

Safety and Transparency: Claude is made to be safe and transparent while reducing 

hazards like false information and privacy concerns. But occasionally, these safety 

measures encourage conservative conduct, which can restrict their usefulness in particular 

situations. 

 

2) Cohere 

The language models (LLMs) from Cohere have been developed to provide 

strong, adaptable natural language understanding and 

generating capabilities, meeting the requirements of 

many business and research applications. 
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Principal Elements of the Cohere LLM Command Models:  

 

1) The command-following models from Cohere, such as Command R and 

Command R+, are designed to generate text, carry out conversational 

activities, and manage intricate workflows like tool use and retrieval-

augmented generation (RAG) and tool use (Cohere Enterprise Group). 

 

2) Multilingual Support: Aya along with other Cohere models is multilingual. 

Specifically, Aya is a massively multilingual model that supports 101 

languages and concentrates on underutilized languages to improve tasks like 

translation and summarization. 

 

3) Flexibility in Deployment: Cohere's models can be implemented on multiple 

platforms, such as Microsoft Azure, Oracle Cloud, and Amazon SageMaker. 

considering their versatility, enterprises can easily incorporate these models 

into their current cloud infrastructure. 

 

4) Enhanced Retrieval and Ranking: By employing sophisticated embedding and 

re-ranking strategies, the models perform exceptionally well in retrieval-

augmented generation. This is achieved by greatly enhancing the relevance 

and precision of generated replies from large datasets. 

 

5) Tool Integration: Command models are useful for automating business 

operations since they are made to work with databases and software 

applications to streamline workflows.  

 

 

Limitations and Considerations in Ethics: 

 

1) Bias and Fairness: Comparable to many LLMs, the generated material may contain 

biases resulting from the data used to train the models. Cohere (Cohere 

Enterprise Group) recognizes these drawbacks and works to address them via policies 

for responsible use and ongoing model evaluation. 
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2) Data Security and Privacy: It is essential to guarantee the security and privacy of the 

data that these models process. Although Cohere has strong security mechanisms in 

place, users still need to exercise caution when entering any kind of data into the models 

(Cohere Enterprise Group). 

 

3) Environmental Impact: There are environmental risks associated with the massive 

computational resources required for training and deploying large models. To solve this, 

Cohere (Cohere Enterprise Group) optimizes its models for effectiveness and 

transparency in reporting its environmental impact. 

 

4) Licensing and Usage Restrictions: Special licensing agreements may be essential for 

commercial use, even if some models, such as Command R+, are available for research 

reasons. This guarantees that the models are applied in commercial applications 

responsibly and morally. 

 

Chat GPT 4 (Generative-Pre-Trained Transformer) 

 

Natural language processing has advanced to a new level with OpenAI's GPT 

(Generative Pre-trained Transformer) series, which includes GPT-4. GPT models are 

adaptable tools for a range of applications since they are made to produce text that 

appears human-like in response to input cues. 

 

Language Understanding and Generation: GPT-4 can understand and produce text in a 

variety of languages, just like its predecessors. It is excellent at delivering responses that 

are both coherent and culturally appropriate, which makes it helpful for jobs like 

summarizing, translating, and creating content. 

 

Enhanced Capabilities: GPT-4 is more accurate, fluent, and versatile than previous 

iterations. It has been optimized for enhanced efficiency in low-resource languages and 

exhibits sophisticated reasoning and instruction compliance. Because of this, it can be 

used for a variety of purposes, including customer service and education. 
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Applications: 

Language Translation: Facilitates precise yet speedy language translation. 

 

Customer service: Enables virtual assistants and chatbots to deliver prompt, 

conversational responses. 

 

Programming Assistance: Provides code snippets, debugs, and ideas for code 

enhancement to developers. 

 

Ethical Considerations: 

Like other large language models, GPT-4 has significant ethical challenges despite its 

great capabilities. 

1) Fairness and Bias: Due to the biases in its training data, GPT-4 may produce content 

that is unsuitable or prejudiced. Thus, continual efforts are required to identify and 

reduce these biases to guarantee impartial and fair results. 

2) Misinformation: The model may generate information that is misleading or factually 

inaccurate. While GPT-4 is intended to lessen these kinds of incidents, ongoing 

observation and development are necessary to increase its dependability. 

3) Privacy Concerns: A significant portion of the publicly accessible text used as 

training data for GPT models may unintentionally contain sensitive or private 

information. To deploy and use these models, it is imperative to ensure data security 

and privacy. 

4) Misuse Potential: GPT-4's potent text-generating powers could be exploited for 

malicious ends, such as generating spam, creating deepfakes, or launching social 

engineering scams. Strong usage guidelines and oversight procedures must be put in place 

to prevent such types of usage. 

In the current digital era, big language models are essential for giving precise, thorough, 

and morally sound medical responses that improve patient education, healthcare delivery, 

and medical research. With continued development and enhancement, these models can 

fundamentally transform the methods of obtaining, comprehending, and utilizing medical 

information, thereby contributing to the improvement of worldwide health and welfare 
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Rationale  

Large language models (LLMs) have great potential to improve patient outcomes, help 

medical practitioners, and improve healthcare delivery when incorporated into medical 

practice. To ensure safety, accuracy, and relevance, this potential must be carefully 

evaluated and balanced.  

The following important factors serve as the foundation for the study's reasoning: 

 

1) Developing Need for AI in Medical Fields: 

The volume and complexity of medical data are expanding, and healthcare practitioners 

are looking more and more to AI-driven solutions for support. Workflows may be 

streamlined, illnesses may be diagnosed with the help of LLMs, and advice based on solid 

evidence may be given. Assessing their precision and comprehension of context is 

essential to properly utilizing their strengths. 

2) Importance of Reliable and Accurate Medical Information: Accurate information 

is crucial while making medical decisions. Any errors in AI-generated replies may result 

in incorrect diagnoses, ineffective treatment strategies, and even patient injury. By 

reducing the possibility of errors, this work seeks to guarantee that LLMs can deliver 

trustworthy and accurate medical information. 

 

3) Evaluation of Contextual Understanding: Various clinical departments face 

different needs and difficulties. LLM's applicability in a variety of specializations 

depends on its capacity to comprehend and produce contextually appropriate replies. By 

examining whether LLMs can adjust to the subtleties of various medical specialties, this 

study will assist ensure their wider applicability. 

4) Evaluation of Strengths and Limitations: Though LLMs have demonstrated 

remarkable skills to produce content that resembles that of a human, it is crucial to 

comprehend their unique strengths and limitations in medical situations. This information 

will direct enhancements to the application, fine-tuning, and training of the models, 

improving their overall dependability and performance. 

5) Ensuring Patient Safety and Privacy: Patient safety and privacy must come first 

when integrating LLMs into healthcare. This research will examine potential hazards and 

challenges related to the use of LLMs in medical settings and provide suggestions to 
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address these problems. For AI technologies to be widely used and successful, they must 

adhere to privacy laws and ethical norms. 

6) Recommendations for Successful Integration: By offering doable suggestions 

grounded in empirical data, healthcare institutions will be able to successfully incorporate 

Life Cycle Managers (LCM) into their operations. The operational, ethical, and 

technological aspects of AI technology adoption in healthcare will be covered by this 

guidance, promoting a secure and effective implementation.  

 

The overall goal of this research is to close the knowledge gap between LLM potential 

and real-world healthcare use, making sure that their use improves rather than degrades 

patient care. Through a thorough evaluation of these models and focused 

recommendations, the research aims to support the ethical, safe, and successful 

integration of AI in medicine. 

 

Primary Objective  

1. To evaluate and compare the accuracy of three different LLMs in generating medical 

responses. 

  Secondary Objective  

1.  To assess the contextual understanding and relevance of AI-generated medical 

responses in different clinical departments. 

2. To identify the strengths and limitations of different models.  

3. To provide recommendations for the integration of LLMs into medical applications, 

addressing challenges and ensuring patient safety and privacy. 

 

The primary goal of this study is to evaluate and compare the accuracy of three different 

large language models (LLMs) in generating medical responses. This involves assessing 

how well each model performs in delivering precise and correct medical information, 

which is critical for ensuring the reliability and effectiveness of these AI systems in 

medical contexts. 

While considered as an entire, these objectives seek to give a comprehensive assessment 

of LLMs in the medical area, stressing their advantages, pointing out their drawbacks, 

and providing helpful advice for their safe and efficient application in hospital 

environments. 
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Review of Literature  

This study's literature review discusses many facets of using large language models (LLMs) 

in healthcare, with an emphasis on user happiness, accuracy, and completeness while 

producing medical responses across a range of specializations. 

The Origins and Expansion of LLMs  

Natural language processing has advanced significantly thanks to large language models like 

GPT-4, Anthropic, and Cohere. These models may produce writing that is human-like and 

has applications in a variety of industries, including healthcare. They have been trained on 

large datasets. Their capacity to comprehend and produce complicated medical information 

has been demonstrated in earlier research that examined their potential in patient interaction 

and medical education. 

Leveraging Apps in Specialized Medicine 

 The study looks at how well these models work in eighteen different medical 

disciplines, ranging from surgery and general medicine to more specialized areas like 

neurology and dermatology. Since each specialty has its own set of diagnostic standards 

and treatment guidelines, it is imperative to evaluate the models' performance in its 

entirety. Previous research has demonstrated that LLMs can offer precise medical 

advice, but there is heterogeneity based on the complexity and specificity of the 

inquiries (Bernstein et al., 2023; Mu et al., 2023). 

Accuracy and Reliability 

For LLM-generated responses to be accepted in therapeutic contexts, their correctness is 

essential. Studies have utilized a variety of criteria, like the Likert scale used in this 

study, to assess accuracy. According to research by Shen et al. (2023) and Kung et al. 

(2023), LLMs can generate accurate answers, but how well they work differs depending 

on the type of medicine. Because of this heterogeneity, a thorough comparison is 

required to pinpoint the advantages and disadvantages. 

Satisfaction and Completeness 

Completeness is the degree to which answers address every important facet of a medical 

question. This study used approaches akin to those described in earlier studies, 

measuring completeness on a 3-point scale. Healthcare practitioners' subjective 

assessments of replies are captured via the 5-point Likert scale used to measure 

satisfaction. Previous research, such as those of Giannakopoulos et al. (2023) and Ray 

(2023), indicates that although LLMs can be very fulfilling for users, verbosity and 

relevancy are issues. 
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Practical and Ethical Aspects to Consider 

When incorporating AI into healthcare, ethical issues are crucial. In light of worries 

expressed in the literature regarding possible abuse and data privacy issues, this study 

highlights the importance of transparency, accuracy, and privacy. Studies conducted by 

Tam et al. (2024) and Borger et al. (2023) emphasize the significance of developing 

clinical standards and ethical guidelines to guarantee that AI tools improve patient care 

rather than worsen it. 

Comparative Effectiveness 

This study's comparative analysis demonstrates that, across most disciplines, GPT-4 

performs better than other models. But Anthropic outperforms GPT-4 in several 

domains, such as urology and obstetrics and gynecology, which is consistent with 

Wilhelm et al. (2023) findings. This implies that while a single model might perform 

well overall, depending on the needs, different models might be more advantageous for 

specialized applications. 

 

Prospective Courses 

Subsequent investigations ought to concentrate on evaluating LLMs in actual clinical 

environments to confirm their effectiveness and effect on patient results. It is advised to 

improve contextual understanding and conduct long-term research on patient 

satisfaction and healthcare delivery. As Artsi et al. (2024) and Fournier et al. (2023) 

have argued, the specialization of LLMs for medical disciplines and the establishment 

of defined clinical guidelines for their usage will be vital. 

 

In summary the evaluation of the literature emphasizes the benefits and drawbacks of 

employing LLMs in healthcare. The project intends to close the gap between AI 

capabilities and useful healthcare apps by analyzing their performance across specialties 

and guaranteeing that their integration improves patient care while upholding ethical 

norms. 

 

 

 

 

Methodology  
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This research study employed a comparative analysis of three LLM models (Anthropic, 

Cohere, and GPT4). It included testing medical questions by different healthcare 

professionals. The questions were divided into 18 different medical specialties. 

Study Design: Comparative Study 

Duration of Study: 3 months  

Data Type: Simulated data (Data collected from relevant medical Databases and 

customized based on most frequently asked questions by users)  

Database- Marrow database (licensed database for the simulated data) 

Tools- Large Language Models- Anthropic, Cohere, and Gpt and Excel 

Data Analysis: Descriptive analysis of each specialty for all three large language models  

Data Validation- Data was validated based on the 4 criteria mentioned (accuracy, 

completeness, satisfaction, and word count) and cross-referenced from the source Up-to-

date (licensed medical database) and validated by the Expert medical professional. 

           

Table 1: - Representation of specialty and number of questions in each         

Sr. No Specialty No. of Questions 

1 General Medicine  11 

2 General Surgery  12 

3 Emergency  13 

4 Paediatrics  14 

5 Neurology 8 

6 Sexual Health 7 

7 Dental  5 
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8 Vitals  6 

9 Orthopaedics  18 

10 Urology 14 

11 Laboratory  28 

12 Obstetrics and Gynaecology 11 

13 Ophthalmology  11 

14 ENT  13 

15 Psychiatry  8 

16 Respiratory  18 

17 Cardiology  9 

18 Dermatology  3 

 

Each question from every specialty was tested on 3 Large Language Models- Anthropic, 

Cohere, and Gpt. The questions were selected to ensure complete comprehensive 

coverage of each specialty, including common conditions, diagnostic criteria, treatment 

protocols, and recent advancements. 

The models have generated responses to each question without human intervention to 

ensure the objectivity of the analysis. 

Reference responses were developed by compiling data from reliable medical sources, 

such as reputable medical textbooks and peer-reviewed research publications. In this 

research, the scoring under each parameter is mentioned in the criteria for assessment. 

These reference answers were cross-verified by an Up-to-date system. 
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The Up-to-date system is an evidence-based clinical resource is the UpToDate system. 

It contains several medical calculators, access to Lexicomp drug monographs and drug-

to-drug interactions, and a compilation of medical and patient data.  

More than 7,100 doctors write for UpToDate as authors, editors, and peer reviewers. It 

can be accessed offline on mobile devices or personal computers as well as online.  

Mean and median were calculated for each specialty comparing the 3 large language 

models on the following parameters. 

1) Accuracy 

2) Completeness  

3) Satisfaction  

Criteria for Assessment: 

 

1) Accuracy is measured using a 6-point Likert scale, where 1 represents a full error 

and 6 represents a complete correction. 

2) Completeness: Ranked from 1 (incomplete) to 3 (complete) on a 3-point Likert 

scale. 

3) Satisfaction: Ranked from 1 (very unsatisfied) to 5 (very satisfied) on a 5-point 

Likert scale. 

4) To evaluate the verbosity and conciseness of the responses, the word count of each 

response will also be noted. 

The results are analyzed using relevant statistical tools by calculating the mean and 

median of each specialty based on the above-mentioned criteria. 
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 Ethical Considerations: 

 There is absolutely no harm done to research. courtesy toward the dignity. 

 Student Review Board clearance from IIHMR Delhi. 

 Maintaining the privacy and anonymity of the medical professionals taking part 

in the assessment. 

 Endeavor to eliminate any potential biases in the questions and reference answers 

chosen to preserve transparency in the approach and guarantee the objectivity of 

the analysis. 
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Results: 

The results were cross-referenced with Up-to-date and expert medical professionals.  

The comparative analysis concludes that GPT4 has the highest performance score in most 

of the departments (16) except in Urology, Obstetrics, and Gynaecology in all the 

parameters of accuracy, completeness, and satisfaction. 

Representations of Specialty Performance on each Parameter: -  

 

1) General Surgery: - 

              

 

 

                                    

   

Figure 1 Shows Mean for General Surgery including all the parameters of the research 

                                    

 

In General Surgery GPT 4 has shown the highest performance with a mean accuracy 

score of 5.8 and an average word count of 1307 words. 

 

 

 

 

 

 

2) General Medicine: - 
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                     Figure 2   Shows Mean for General Medicine including all the parameters 

of the research 

In General Medicine, GPT 4 has shown the highest performance with a mean accuracy 

score of 5.3 and an average word count of 1224 words. 

3) Ophthalmology: -  
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  Figure 3 Shows Mean for Ophthalmology including all the parameters of the research 

In Ophthalmology GPT 4 has shown the highest performance with a mean accuracy 

score of 5.4 and an average word count of 1226 words. 

 

4) Laboratory: - 

      

                                     

Figure 4 shows the Mean for the Laboratory including all the parameters of the 

research 

In Laboratory GPT 4 has shown the highest performance with a mean accuracy score of 

5.1 and an average word count of 1002 words. 
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5) Paediatrics: - 

 

Figure 5 shows the Mean for the Laboratory including all the parameters of the 

research 

In Paediatrics GPT 4 has shown the highest performance with a mean accuracy score of 

5.4 and an average word count of 1259 words. 

6) Dermatology: - 
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Figure 6 shows the Mean for the Dermatology including all the parameters of the 

research 

In Dermatology GPT 4 has shown the highest performance with a mean accuracy score 

of 5.7 and an average word count of 1426 words. 

7) Dental: 

   

                 

 

                                                 

     Figure 7 shows the Mean for the Dental including all the parameters of the research 

In Dental GPT 4 has shown the highest performance with a mean accuracy score of 5.2 

and an average word count of 744 words. 
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8) Respiratory: - 

            

                                          

Figure 8 shows the Mean for the Respiratory including all the parameters of the 

research 

 In Respiratory GPT 4 has shown the highest performance with a mean accuracy score 

of 4.7 and an average word count of 1266 words. 

 

9) Neurology: - 
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Figure 9 shows the Mean for the Respiratory including all the parameters of the research 

In Neurology GPT 4 has shown the highest performance with a mean accuracy score of 

5.4 and an average word count of 1320 words. 

10) Sexual Health: -  

                                   

 

Figure 10 shows the Mean for Sexual Health including all the parameters of the 

research 

In Sexual Health GPT 4 has shown the highest performance with a mean accuracy score 

of 6.0 and an average word count of 900 words. 
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11) Vital Signs: -  

 

                              

    Figure 11 shows the Mean for Vital Signs including all the parameters of the research 

 In Vital Signs, GPT 4 has shown the highest performance with a mean accuracy score 

of 5 and an average word count of 987 words. 

 

12) Psychiatry: - 

                            

 

 

                                  

       Figure 12 shows the Mean for Psychiatry including all the parameters of the research 
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In Psychiatry GPT 4 has shown the highest performance with a mean accuracy score of 

5.8 and an average word count of 1206 words. 

13) Orthopaedics: - 

       

          Figure 13 shows the Mean for Orthopaedics including all the parameters of the 

research 

 

In Orthopaedics GPT 4 has shown the highest performance with a mean accuracy score 

of 5.7 and an average word count of 1201 words. 

14) ENT: - 

                    

                                      

          Figure 14 shows the Mean for ENT including all the parameters of the research 

In ENT GPT 4 has shown the highest performance with a mean accuracy score of 5 and 

an average word count of 1290 words. 
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15) Emergency: - 

                    

                                    

      Figure 15 shows the Mean for Emergency including all the parameters of the 

research 

Emergency GPT 4 has shown the highest performance with a mean accuracy score of 

5.8 and an average word count of 1186 words. 

 

16) Cardiology: -  

                       

                                       

    Figure 16 shows the Mean for Cardiology including all the parameters of the 

research 

In Cardiology GPT 4 has shown the highest performance with a mean accuracy score of 

6 and an average word count of 1089 words. 
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The above graphs show a department or specialty-wise performance of the large 

language models on different sets of questions.  

 

Overall Performance of the Large Language Models: 

 

Figure 17 Showing the Accuracy of Anthropic, Cohere, and GPT4 

As shown in Fig.17 the accuracy of GPT4 is 5.4 which represents the highest accuracy 

among all the three large language models and the lowest is performed by the Cohere 

model which means that the most accurate medical responses were generated by GPT.  

 

                                      

                              Figure18 Mean of Completeness of Anthropic, Cohere, and GPT4 

Fig.18 represents the mean of completeness of all three models thereby, showing GPT4 

and Anthropic at 2.6 and Cohere at 1.7. Completeness of the medical responses is 

determined by the Up-to-date system and other published studies. Though, GPT has 

performed well in all the parameters even anthropic-generated medical responses gave an 

equal contesting mean. 
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                           Figure 19 Mean of Satisfaction of Anthropic, Cohere, and GPT4 

Fig 19 shows the mean of satisfaction of the three large language models scored on the 

Likert scale from the range of 1 to 5 scored by the healthcare professionals according to 

the level of satisfaction of the medical responses. 

 

In Urology, Obstetrics, and Gynaecology the large language models-Anthropic has 

surpassed the other models. 

Obstetrics and Gynaecology:  

 

                               Figure 20 Shows the Accuracy and Completeness  

 

                            Figure 21 Showing the Satisfaction and Word Count  
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Fig. 20 and 21 show that the Anthropic model has surpassed GPT 4 giving a higher mean 

for the mentioned parameters. 

                                                                                                                                

Also, Anthropic has shown equal accuracy scores to GPT 4 in some subjects but it has 

provided a higher average word count than GPT in those subjects. 

From all the above-calculated results it has been concluded that GPT4 has overall 

performed better than Anthropic and Cohere in almost 16 specialties out of 18. 

Although, Anthropic has also generated accurate levels of medical responses and 

completeness in the answers due to more word count of the medical responses the 

comprehensive of the responses generated were more extended.  

Cohere performance was poor in all department in all departments as the model gives 

less accurate answers with more words. 

 

Key Findings:  

 In 16 of the 18 categories of medicine, GPT-4 fared better than the other two 

models (Anthropic and Cohere). 

 Comparing Anthropic to GPT-4 and Cohere, Anthropic offered superior accuracy 

in obstetrics, gynaecology, and urology. 

 

Accuracy  

 With a mean accuracy score of 5.4, GPT-4 achieved the greatest accuracy scores 

out of all the models, suggesting the most correct medical responses. 

 Cohere's accuracy was consistently poorer in every specialty. 

 

 

Completeness  

 With mean scores of 2.6, both GPT-4 and Anthropic demonstrated a high level of 

completeness in their medical responses. 

 Cohere's mean completeness score was 1.7, which was lower than the others. 

 

Satisfaction 

 A Likert scale was implemented to assess levels of satisfaction, and GPT-4 once 

more received the highest score, indicating higher levels of satisfaction among 

medical professionals. 
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 Anthropic came in second, however, it was noticed that its responses were longer. 

Word Count  

• The average word count a person can read silently is 238 words per minute 

according to (How many Words Do We read per minute? A review and Meta-

analysis of reading rate a 2019 Study 

https://www.researchgate.net/publication/332380784_How_many_words_do_w

e_read_per_minute_A_review_and_meta-analysis_of_reading_rate  from the 3 

models GPT4 has given the average of 1344 which the least from among the 3. 

 

 GPT-4 balanced completeness with brevity by providing succinct yet thorough 

responses. 

 According to the expert opinion the criteria of assessment for the study validates 

that the GPT4 model gives a better medical response than Anthropic and Cohere, 

though they also agree that Anthropic can still perform better after training the 

model. 
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Discussion: 

1) Practical and Ethical Impacts: 

GPT-4 has great accuracy and completeness, which makes it a useful tool for improving 

patient care and assisting medical professionals. 

Strict usage policies and controls are required to stop abuse, which includes spreading 

false information and participating in unethical activities like deepfakes. 

 

2) Model Restrictions: 

Even while GPT-4 performed better, the study notes that LLMs still need to be 

continuously improved to overcome issues like context awareness and specialty-specific 

adaptability. 

It may be possible to balance verbosity and informativeness by optimizing Anthropic's 

propensity for longer responses. 

 

3) Integration with Medical Practices: 

To successfully incorporate LLMs such as GPT-4 into clinical practice, issues of patient 

safety, data privacy, and ethical use must be resolved. 

 

Creating explicit guidelines for the employment of LLMs in the medical profession and 

providing them with appropriate training are among the recommendations. 

 

4) Prospective Studies: 

It is advised that more studies be done to examine how well LLMs work in actual 

medical situations and assess how they affect patient outcomes. 

Further research needs to concentrate on strengthening LLMs' comprehension of 

complex medical circumstances and their capacity to produce succinct but thorough 

solutions. 

All things considered, the study offers a comprehensive assessment of the capacities of 

several LLMs in producing medicinal reactions, identifying GPT-4 as the best model 

and detailing the procedures that must be followed to ensure their safe and efficient 

application in the medical field. 
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Conclusion: 

1) Superior GPT-4 Performance: 

 

 Accuracy: Across most disciplines, GPT-4 showed the highest accuracy in 

medical responses. It outperformed both Anthropic and Cohere, with a mean 

accuracy score of 5.4 on a 6-point Likert scale, demonstrating its remarkable 

ability to produce accurate and precise medical information. 

 Completeness: GPT-4 scored highly on measures of completeness, demonstrating 

their exceptional ability to provide thorough answers. This guarantees that the 

material produced is comprehensive and addresses every facet of medical 

inquiries. 

  Satisfaction: The GPT-4 demonstrated the highest degree of satisfaction among 

healthcare professionals, indicating its efficaciousness in fulfilling users' 

requirements and expectations. This measure demonstrates the GPT-4's 

acceptability and practicality in a clinical context. 

2) Competitive Edge of Anthropic: 

 Specialized Strengths: Anthropic performed competitively, especially in the fields 

of obstetrics, gynaecology, and urology. In these domains, it yielded remarkably 

precise and pertinent answers, indicating its possible areas of expertise. 

 Response Length: Although Anthropic's answers were frequently longer and more 

thorough, they occasionally provided additional depth, which is advantageous in 

complicated medical situations. To preserve readability and user interest, this 

verbosity must be controlled. 

3) Underperformance of Cohere: 

 Reduced Accuracy and Completeness: Cohere's accuracy and completeness were 

below par. Compared to GPT-4 and Anthropic, its responses were less thorough 

and accurate, which made it less appropriate for essential medical applications. 

  Satisfaction Levels: The lower user satisfaction with Cohere suggests that 

considerable model modifications are required before it can be used in medicine. 

4) Implications for Medical Practice: 

 Improving Clinical Decision Support: GPT-4 can be a useful tool for clinical 

decision support, providing medical practitioners with correct information and 

recommendations, as indicated by the high accuracy and completeness of its 

responses. 
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 Patient Education: GPT-4 can be used to ensure that patients obtain accurate 

information about their problems and treatments by providing clear and concise 

information. 

5) Ethical and Practical Considerations: 

 Ethical Usage: The study emphasizes how crucial ethical standards and 

supervision are while using LLMs. The models must be continuously monitored 

and improved to reduce the possibility of producing false information. 

 Data Security and Privacy: When incorporating LLMs into healthcare, it is 

essential to guarantee the security and privacy of patient data. This entails abiding 

by stringent ethical and data protection guidelines. 

To sum everything up, GPT-4 stands out as the top LLM for producing medical 

replies since it provides excellent accuracy, comprehensiveness, and satisfaction. 

Even if Cohere needs a lot of work and Anthropic has some promising areas, the 

study indicates how LLMs can revolutionize the healthcare industry. However, 

resolving ethical, privacy, and practical issues through focused suggestions and 

continued study will be necessary for their successful integration. 

 

 

Prospective Routes for Research: 

 Testing in the Real World: The study recommends testing LLMs in clinical 

settings to confirm their effectiveness and influence on patient outcomes. 

 Enhancing Contextual Understanding: To make sure LLMs can properly answer 

intricate and nuanced medical concerns, future research should concentrate on 

improving LLMs' contextual understanding. 

 Long-Term Impact: To fully grasp the potential and constraints of LLM 

integration, it will be imperative to look at the long-term effects on patient 

satisfaction and healthcare delivery. 

 Specialized Training: To improve the efficacy and dependability of LLMs, the 

study suggests that they be further specialized and fine-tuned for medical 

specialties. 

 Clinical standards: To ensure that LLMs are used in a way that supports rather 

than impedes medical treatment, it is important to establish defined clinical 

standards for their usage in healthcare settings. 
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