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Implementing FAIR data principles in biomolecular data through 

Polly 

 

 

Introduction: 

The relevance of well-managed research data from academic and industrial sectors stretches well 

beyond the original research goal. Despite the fact that the evident benefits of data generated, the 

life sciences data is neither easily discoverable nor accessible or interoperable, rendering it non-

reusable. 

Science is distinguished for its transparency, openness, and reproducibility. As a result, these traits 

are supposed to be ubiquitous in everyday practice, although data demonstrates that this is not the 

case. 

Traditional research methodology has primarily focused on generating data for the publication of 

articles, which are soon forgotten once they have served their purpose. Additionally, no globally 

known standards or guidelines allow for open research practices. It hence necessitates the 

development of public and private capacity for high-quality data management so that fair 

principles are entrenched in the data generated. 

Biomedical data is not fair, and making this data fair is a challenge. 
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Aim:  

The study's main aim is to understand the FAIR data principles and explore the role of the Polly 

platform in delivering ML ready biomolecular data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



19 | P a g e  
 

Objectives:   

• To outline existing scientific knowledge available on FAIR data in biomedical science 

• To highlight the process of delivering ML ready data through Polly 
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Research Methodology 

Research design: Exploratory study  

Data type: Secondary data 

Data collection: Literature review 

Data source: Published articles, Data from Organization 

Key words: FAIR Data, FAIRIfication, Metadata, Biomedical data 
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Need for FAIR data: 

Every day, academic labs and institutions worldwide produce humongous amounts of multi-omics 

data through experimental works and deposit it in public repositories. 

This data holds potency for reuse and discovery but is dispersed across multiple disparate sources 

and lacks standardization. 

Additionally, no single type of data, whether metabolomic, proteomic or genomic, will be 

sufficient to capture the complexity of a biological phenomenon.  

Adopting an integrated approach could significantly aid the ability to gain a holistic and more 

accurate understanding of physiology and disease pathology at the molecular level [1] [2]. 

 

Un- FAIR data practices impede Data usability 

1. The lack of metadata annotations prevents data reuse and affects the findability of relevant 

data 

2. Inconsistent data schema and processing reduce interoperability and reusability 

3. Lack of infrastructure to process and store data at scale 

4. Data in Silos hampers accessibility 
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Realizing the value of data assets in Pharmaceutical industry 

 

The pharmaceutical industry's research and development of novel medications can be expedited 

by the efficient utilization of massive data leveraging cutting-edge technology as artificial 

intelligence (AI), including machine learning. [16-18] 

Implementing efficient data management strategies that make use of the FAIR guiding principles 

and the related framework and standards for measuring FAIRness is vital for the pharmaceutical 

sector. [19] 

Implementing FAIR has the potential to significantly improve the adequacy and efficiency of drug 

discovery, therapeutic development in the biopharmaceutical sector. Making data assets within 

biopharma FAIR and public data more discoverable and accessible for both machines and people 

will enhance the value of those resources.[20] 

 

Fair data is essential for driving innovation in the R&D of pharmaceutical industries.  

If the pharmaceutical industry wants to seize the power of Artificial intelligence and machine 

learning in research and development, it must incline itself to fair data. The constraint in achieving 

innovation in drug discovery can be the accessibility of the data on which AI relies because those 

data must be machine-accessible and machine-readable, which necessitates the data to be FAIR, 

rather than compute power or the availability of AI tools. 

 

A range of advantages come from incorporating the FAIR principles into a company's data 

management policy, including the potential for process automation due to machine readability 

which will permit reuse. It will be easier and more efficient to flow data from acquisition to 

incorporation to semantic alignment to analytics to provide answers. The amount of time spent 

preparing data for analysis through data filtering will be reduced. Responses to scientific questions 

will come more quickly. As a result, the output will improve, time to value will be dropped 

drastically, and pharmaceutical R&D can move faster. 
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The benefits for the biopharma industry will be substantial, and they include: 

• accelerating innovation due to the accessibility of FAIR data for use 

• cutting the time from drug discovery to market value by expediting clinical 

studies 

• constructing more-personalized medicines by leveraging FAIR real-world data to 

complement appropriate treatment to pertinent patient cohorts; and  

• empowering data sharing and collaborative partnerships across industries. 

 

 Expected Business Impact 

It will be necessary to quantify the predicted business impact of implementing FAIR in terms of 

ROI. In the short term, this can be assessed in terms of time and money savings to enable:  

(i)greater findability for existing data. 

 (ii) rapid access to the data  

(iii) easier access to harmonized and high-quality data for data analysis.  

 

After the deployment of FAIR, the RoI parameters will be based on lower costs and quicker 

processing times to identify and develop better therapeutic treatments, leading to a perceptible rise 

in the productivity of the R&D pipeline. 

 

Global data FAIRification programmes have been started by some businesses. For instance, one 

of the organizations developed a FAIR platform for 3000 users across three major sites. Upon 

running the new FAIR platform for two months, the firm gathered usage data based on user 

clickthrough rates. In 60 days, 900 000 pages on this FAIR platform were visited. An estimate of 

approximately 5 million page visits was provided for the year. By making improved search results 

available with direct access to the target repository, each of these FAIR-enhanced views saved 

approximately five seconds, which led to a computation of around 3.5 full-time employees' worth 

of time saved annually. 

Another instance involved a pharmaceutical organization, where a production plant was taken out 

of action for months. When the necessary specialized data were finally located, it was revealed 

that the problem had already happened three times and that using FAIR's "findability" would have 

enabled a much more timely resolution.[20] 



25 | P a g e  
 

 

Cost-Benefit Analysis of FAIR data in research [21]: 

The lack of FAIR data in the research industry affects research activities and opportunities for 

further research and innovation. 

Indicators to gauge the impact of  non- FAIR data on research: 

 

• Time spent  

According to the percentage of time spent on research tasks, the overall time inefficiencies 

caused by the lack of FAIR data have been calculated for academic researchers to be 3.12 

per cent. For non-academic researchers, the time inefficiency estimated is 4.47% of their 

total time that could be utilized for research. 

  

Impact in terms of cost: 

Time lost as a result of non-FAIR research costs €4.5 billion annually.  

The total cost of time lost by Non-Academics is estimated to be €3.2 billion. 

The total cost of time lost by Academics is €1.2 billion 

 

• Cost Storage 

The FAIR data would save storage costs for publishers and data repositories by obviating 

the need for superfluous versions. The cost of keeping data is proportionate to the amount 

of data saved. Implementing fair data principles can reduce data redundancy by reducing 

data storage across various repositories by 20% (data backup is considered a security 

measure and not considered data redundancy). 

  

Impact in terms of cost 

Redundant storage owing to non-fair data consumes €5.3 billion a year. 

  

• License cost: 

If the report's or the data's metadata contains a license, it may be one of the following types: 

An open licence;  

A restricted license that charges a fee for data reuse;  
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A localized human-readable license. 

It is evident that about 45% of data is in open access today, and there is a scope of 

increasing it to 70 per cent, which will enhance the reuse of data by researchers and make 

use of data that remain in silos. The remaining data must remain accessible with a license 

for privacy and security purpose. 

 

Impact in terms of Cost: 

Three hundred sixty million euros are spent annually on licence fees due to the lack of open 

access. 

 

• Research Retraction: 

There are multiple reasons for research retraction- Errors, non-reproducibility, multiple 

submissions, plagiarism etc. 

The amount of retracted articles corresponds to nearly 0.05 per cent, and implementation 

of FAIR principles can bring this down by 50%. 

 

Impact in terms of cost: 

Retraction of Research due to non-FAIR research costs more than €4.million annually. 

  

• Double Funding: 

Anti-plagiarism technologies that automatically match research with data and current 

publications are largely used to prevent double financing. The effectiveness of this strategy 

depends on the availability of the plagiarised research in a machine-readable format, which 

would be made possible by following the FAIR principles. 

It is believed that FAIR could prevent at least 80% of duplicate financing because some 

people would undoubtedly come up with new, inventive ways to commit plagiarism. 

 

Impact in terms of cost: 

The annual cost of financing that is doubled due to non-FAIR research is more than €25 

million. 
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• Interdisciplinarity: 

In contrast to the value of research that would be conducted in the absence of the FAIR 

principles, an interdisciplinary approach refers to the added value of new research that 

combines various fields of study. 

 

Impact in terms of innovation: 

Researchers may acquire fresh insights and share information more easily if they have 

access to diverse data from other disciplines attributable to FAIR. 

  

• Potential economic expansion: 

FAIR has a favourable effect on development, which fuels the growth of jobs and a higher 

GDP by maximizing the value of research and furthering science. 

 

Impact of FAIR data 

By 2020, it was predicted that the anticipated economic benefits of open data would total 

between €11.7 billion and €22.1 billion in Europe. 
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FAIR data stewardship 

The FAIR guiding Principles: 

FAIR stands for Fair, Accessible, Interoperable and reusable. 

 

F: Findable 

Data are described with rich metadata, and metadata explicitly includes the identifier of the data it 

describes. The metadata is registered or indexed in searchable resources and is assigned a globally 

unique and persistent identifier. 

E.g., BBMRI-ERIC Directory 

  

A: Accessible 

(meta)data are retrievable by their identifier using a standardized communication protocol. The 

protocols are open, free and universally implementable. The protocol must allow for authorization 

and authentication processes whenever required. 

E.g., European genome–phenome archive. 

  

I: Interoperable 

(meta)data use a formal, accessible, shared and broadly applicable language for knowledge 

representation. (meta)data use vocabularies that follow FAIR principles. 

E.g., GA4GH Genomic Data Toolkit 

  

R: Reusable 

metadata is thoroughly specified with a variety of precise and important attributes. Metadata is 

provided with a comprehensible data usage policy. Accurate origin is coupled with metadata. 

Metadata adheres to community norms pertinent to the domain. 

E.g., BRCA exchange [3] [4]. 
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Ethical Values of FAIR: 

Values underlying FAIR principles: 

 

Findability: 

• Better and more inclusive research: Findable data facilitates data access and reuse by 

removing obstacles to data sharing amongst research groups. 

• Transparency: For data to be found, the data owner must offer information about the 

source, processing, and sharing of their FAIR data (metadata). 

• Economical: FAIR data lower economic and energy expenses related to data production, 

helping preserve a decent environment for present and future generations by facilitating 

research replication for validation and minimizing unnecessary duplication. 

• The legitimacy of a number of tasks: by making data more accessible, the job of quality 

data generation becomes more acknowledged, whereas if data are not findable, it might be 

overlooked as an accomplishment or a study result. 

  

Accessibility 

• Accountability: Data providers can leverage accessible data to establish a fair and 

unambiguous redistribution of duties along the data reuse pipeline. To make these 

standards relevant, data providers must provide practical approaches. 

• Trust: data providers can only make their data accessible on the background of 

confidentiality between them and stakeholders, including patients, data users and the 

medical community. 

• The benefit to the community: Data providers might share their data with the scientific 

community and the general public in order to accomplish a common benefit via 

knowledge.  

• Value addition to the health: Data can be made accessible to the research community in 

order to aid in the development of safer technology and to enhance patient outcomes 

(public health). The goal is to redesign healthcare delivery systems to maximize the 

benefits of care for patients. 

  

Interoperability: 
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• Interoperability in the data can help to ensure that everyone has equal access to information 

and benefits from data. This can also assist the distribution of the benefits and 

opportunities, particularly with regard to deprived scientific or societal groups (i.e. due to 

economic, technical, or geographic disadvantages). 

• Reproducibility: Interoperability of data is necessary for essential verification and 

replication of results. The use of available technological and organizational solutions is 

made easier, which saves time and resources. 

• Novelty: the interoperability of data allows for a larger sample size which in turn paves the 

way for newer questions 

• Quality: Interoperability of data helps to improve the quality of findings. 

  

Reusable: 

• Reciprocity: data providers can make their data reusable and, as a result, gain 

acknowledgement from the research community and/or the general public for their work 

that extends beyond their anticipations. 

• Benefit-sharing: reusing excellent quality data enhances the advantage of the efforts to 

create these data in terms of research output, and several publications will result from the 

(re) usage of the same data. 

• Non - maleficence: Because data reuse requires respect for privacy and data protection, the 

"non-nocere" concept lies at the core of the system. At the same time, FAIR data must 

preserve people's privacy and data while also supporting a societal good associated with 

research utilization for the benefit of society. 

• Long-term perspective and generosity: data reuse provides the initial labour done to create 

the data a temporal ordering that goes toward eternity. 

• Freedom of research is strengthened by enabling data to be reused for different research 

projects, which would otherwise be impossible. 

• Human dignity and autonomy: allowing data to be reused can help make sure that 

everyone's dignity is protected. Respect for human freedom is implicit in the autonomy 

principle. In that sense, it means that people must be allowed to choose whether or not to 

disclose their data. Individuals must also be informed of the conditions of the data 

collecting and sharing procedure, the aims of data sharing, and the fact that they can 
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withdraw their consent at any moment. At the same time, being aware of numerous 

research uses might create the impression that their engagement in research is more 

important to society [5]. 

 

Metadata-data about the data: 

A key element in FAIR principles is that metadata and its standards should be enunciated and made 

available to the scientific community and other stakeholders to the greatest extent possible. 

Metadata in a comprehensible language refers to systematic descriptions and attributes of datasets 

pertinent to interpreting data in an intelligible manner. 

Shades of metadata [6]: 

1. Descriptive metadata: This is the simplest form of metadata- a mall string describing a 

thing for, e.g., title and description. 

2. Structural metadata: Structural metadata is concerned with giving descriptors which allow 

users to understand how data is organized. For instance, this sort of metadata could provide 

information about a table's architecture, relationships between items, and types.  

3. Administrative metadata: this metadata covers things like record identifier  

1. Provenance metadata: Processes such as origination, alteration, and conversion 

should be detailed, along with the dates and individuals who carried them out. 

Versioning data is also included in this type of metadata data. This information was 

recognized as "Audit and Trail" information because it helps users to understand 

how data was created and so gives trust tokens and documentation that may be used 

to validate data's authenticity, dependability, and credibility. 

2. Legal metadata: This subclass of metadata was focused on supplying tags that 

allowed information about the data's restriction of use, copyright information, and 

intellectual coverage to be provided. 

4. Quality metadata: This might be a relatively new component which has been introduced to 

the metadata collection. It provides distinctive elements for establishing indicators that 

disclose information about the quality of a data. That can include quantitative measures 

like a variable's variance or standard error, as well as more qualitative characteristics like 

a discrete ranking. 
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FAIRification: 

For a variety of reasons, including concerns regarding scientific integrity, reproducibility, and 

transparency, as well as new needs and opportunities for large-scale data analysis and reanalysis, 

calls for expediting broader access and reuse of scientific data have rapidly picked up steam 

throughout health and biomedical research [7] [8] [9]. 

 

"FAIRification" is a term coined to describe the process of making data discovery and reusing 

FAIR. The FAIR guiding principles for research data management, which stand for Findability, 

Accessibility, Interoperability, and Reusability, might be a step in the right direction. 

The principles were developed in 2014 as a framework of guiding principles and practises for 

stewardship of scientific data in the biomedical sciences. The concepts have acquired a lot of 

momentum in research and research policy since then. These are expected to become a pillar of 

research policy and research data management plan standards [4]. 

 

Machine actionability: 

Enhancing automation is a necessary precursor for research. For reliable processing of sensor data, 

automating the data retrieval from data repositories through APIs is crucial. Each one of the FAIR 

principles requires the use of computers and computer-assisted data management and analysis. 

Machine-actionability extends to genome-level variant calling along with aggregate-level data and 

biobank databases at all levels of data aggregation [10]. 

 

Controlled access: 

The FAIR principles urge that the terms and conditions under which data is shared or made 

accessible be clear, well-defined, and readily available. The FAIR principles essentially attempt to 

make foundation requirements for data sharing clearly evident, such as criteria for acquiring and 

providing data access, privacy, and publishing and usage barriers. [ref] 

These indicate FAIR principles are compatible with models of controlled data access and release. 

By offering a middle ground to which more stakeholders may comply, the FAIR principles provide 

a way out of the dilemmas of coupling open research with the interests and values of confidentiality 

and intellectual property. Rather than advocating for the open and free access in general, the goal 

is to find appropriate and effective ways to regulate access while supporting legitimate research 
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for all data. This is in accordance with contemporary community guidelines in human genomics 

data sharing [10] [11] [12]. 

 

FAIRification process: 

Metadata, data, and supporting infrastructure are governed by the FAIR Data Principles (e.g., 

search engines). The requirements for discoverability and accessibility can be addressed at the 

metadata level. At the data level, tremendous effort is needed for interoperability and reuse. The 

diagram below demonstrates GO FAIR's FAIRification process, which emphasizes data but also 

incorporates metadata work: 

 

Steps in the FAIRification process [13]: 

1. Obtain access to non-FAIR data: acquire access to the data that will be FAIRified. 

2. Analyze the information you've collected: Assess the information's content: What ideas are 

portrayed? What is the data's structure? How are the datasets linked to each other? Distinct 

data sets necessitate different analysis and evaluation approaches. If the dataset is stored in 

a relational database, the relational schema contains information on the dataset's structure, 

types (field names), cardinality, and so on. 

3. Define the semantic model: create a semantic framework for the dataset that consistently, 

explicitly, and in a computer-actionable manner explains the meaning of objects and 

interactions in the dataset. A good semantic model should represent a shared understanding 

in a certain area and for a specific purpose. As a result, searching for existing models is a 

useful strategy. Several terms from ontologies and vocabularies are frequently used in 

semantic models. 

4. Make data linkable: Using the semantic model, non-FAIR data may be turned into linkable 

data. This stage facilitates data integration with other data and systems by enabling 

interoperability and reuse. However, the user must determine whether or not this step is 

appropriate for the provided data. It's a wise idea for many sorts of data (e.g., structured 

data), but it might not be appropriate for others (e.g., the pixels or audio elements in images, 

audio data, and videos). 
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5. Assign licence: Although licence information is included in the metadata, it is a distinct 

step in the FAIRification process to emphasize its relevance. Even though the data is meant 

to be open access, the lack of clear licensing may prohibit others from exploiting it. 

6. Define metadata for the dataset: Proper and rich metadata assist all elements of FAIR, as 

indicated by several of the FAIR principles. 

7. Deploy FAIR data resource: deploy or publish the FAIRified data, together with the 

necessary information and a licence, so that browsers may index the metadata, and the data 

can be retrieved, even if credentials and authorization are required. 

 

 

Fig.1. GO FAIR's FAIRification process [13] 
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An insight into Biomedical data: 

Academic labs and research groups create massive volumes of biological multi-omics data. This 

data has a ton of potential for reuse, but it's dispersed among a number of different sources and 

isn't standardized. As a result, the data availability does not imply its utility, necessitating the 

development of a fast way to explore molecular data. 

Data broadly fall into two categories: 

1. Preclinical data: This type of data is generated/used by teams/organizations working on 

understanding a biological problem and driving milestones in the research and 

development process. Data sources can be cell-line (DepMap, LINCS, GEO ), tissue or 

xenograft data. These teams are typically looking for hypothesis generation. For, e.g. 

Identifying a drug of interest and a patient segment who will benefit from the drug. 

2. Clinical data: This type of data is typically generated/used by teams/organizations that are 

trying to understand the impact of a drug/treatment on a particular disease condition. These 

teams are typically approaching the end goal of finding validation datasets. For, e.g. Taking 

the drug to market 

Data Sources 

1. Public data 

1. Experimental data deposited by researchers - e.g. Gene Expression Omnibus 

2. Data generated/collated by a consortium - e.g.TCGA, DepMap, Human Cell Atlas 

2. Proprietary data 

1. Experimental data generated/collated by for-profit/Not-for-profit groups - e.g. 

Genentech, FOUNDIN-PD. 

Data Type 

1. Using common multi-omics techniques - Transcriptomics, Metabolomics, Epigenomics, 

GWAS, Proteomics etc. 

2. Using Phenotype studies (non-omics) - Flow cytometry, ELISA, Luminex etc 

The biomedical data is not fair, and the FAIRification of this data for machine learning is a critical 

task.  

Machine learning has the potential to unlock key values for organizations both from public and 

proprietary data. 

Unfair data practices pose significant challenges to the research community.  
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The challenges arise because: 

• Public databases are available but not usable. 

• Proprietary data is often caught in team-level silos and hence has low interoperability and 

reusability. 

Due to aforesaid reasons, a lot of time is consumed in cleaning the data and bringing it into a 

format which is suitable for the purpose. This reduces the efficiency of scientists before running 

an algorithm. 

Polly can supplement those activities, saving ample time for the scientists by curating the data 

making it fair so that scientists can make the best use of their time. 
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POLLY: 

Polly is a SaaS platform which provides access to ML-ready data. Elucidata's Polly is a cloud 

platform which gathers and stores public or premium biomedical data; the data is stored in curated 

form, which allows users to access and analyze highly curated, structured, harmonized data using 

either application (GUI) or coding (Polly Python). The data in Polly was initially stored in the form 

of data lakes which are now being converted to the highly curated OmixAtlases.  

Being an AI-powered cloud-based platform, Polly enables customers to access curated, machine-

learning-ready biomedical data from both public and private sources. ML algorithms are used to 

curate data from various repositories, databases, and proprietary datasets, ensuring that it is 

machine-actionable and analysis-ready. 

By providing a library of robust, easy-to-customize bioinformatics workflows, Polly's cloud 

system facilitates seamless data analysis, visualization, and sharing. It establishes a one-of-a-kind, 

centralized environment that allows a varied group of biologists, bioinformaticians, and scientists 

to exchange and cooperate on workspaces, data, and insights. 

Polly Supplements data acquisition, metadata curation data engineering, cloud infrastructure and 

analysis and reporting of the data. 

Fair data is at the core of Polly: 

Polly data lakes host multi-omics data such as transcriptomics (TCGA, GEO, Gtex), Proteomics 

(PRIDE), Metabolomics, Epigenomics and disease-associated data. 

The IDEATE framework forms the backbone of the FAIRification process on Polly. 

 

 

 

 

 

 

 

 

 

 

https://elucidatainc.atlassian.net/wiki/spaces/~269767771/pages/3525541914
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IDEATE Framework: 

The IDEATE framework, detailed below, defines the key aspects of the data-driven problems that 

are solved through the platform, Polly. 

  

Ingest 

Polly receives data from regulated repositories, publications, and proprietary data via the Data 

Connectors. Data enrichment is done automatically with the ML-driven Curation Infrastructure. 

The Analysis Pipeline instigates end-to-end data pre-processing. 

Discover 

The degree of data curation allows for both point-and-click filtering and complex code-based 

searching over the complete OmixAtlases data collection. Polly Libraries enables you to run 

complicated queries over various datasets, samples, and characteristics. The curation process 

streamlines data search by providing comprehensive and consistent metadata annotations with 

scientific context and excellent accuracy. 

Enrich & Analyze 

Polly's strong computational infrastructure can analyze ML-ready data by launching apps and 

running Notebooks. Polly Libraries provide a lot of freedom when it comes to comprehending data 

using code, allowing for holistic data analysis. Scientists can access and analyze their data from 

the platform through their own computational infrastructure. 

Communicate 

Data analysis is facilitated by built-in applications and configurable visualization 

dashboards.  Reports created for the data, code, analysis, and outcomes with a single click that 

can be shared with the team. Workspaces on Polly allow customers to securely organize and 

manage the data. 
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Technology for data ingestion, pre-processing and curation 

1. Data Engineering and Harmonization 

Every dataset on Polly undergoes two key steps that make it machine-readable and ML-

ready 

o Data engineering involves consistent data ingestion and storage to provide data 

formats that allow easy access to actionable data. 

o Metadata Harmonization, which follows standardized ontologies for annotation at the 

dataset and sample level to increase the findability of data for reuse.  

2. Polly Connectors 

o Before Polly data resides in the organization, the depositors seem fit for their own use; 

reuse and consistency of metadata is rarely the goal. 

o On Polly, data curation is the goal which is performed by harmonizing multiple file 

formats into a consistent organization on a single data infrastructure.  

3. PollyBERT 

o A lot of metadata is semistructured or follows the schema defined by each depositor, 

which results in incomplete or inconsistent metadata. Omics data are unstructured and 

hence not in analysis-ready format (.csv, gct, Excel, H5ad format). 

o Through the curation pipeline, data is harmonized with the metadata using ontologies 

and saved the data in accessible formats either as gct files which support a lot of omics 

and non-omics data or as h5ad files that support more large and complex data like 

single-cell RNAseq to save the data along with metadata in the same file.   

4. Curation:  

o Process of transforming the data into a consistent and machine-readable first and 

making it accessible on a platform guided by the FAIR principle. The process of 

curation involves both people and advanced ML. 

o  The public and proprietary data is streamlined into one consistent schema; the data sets 

on Polly are stored in GCT format, which allows for storing sample and molecular level 

metadata in a single file. Single-cell data are stored in H5ad format. Ontology-based 

mapping of text related to disease, cell type, cell line, tissue, and drug allows data to be 

curated at scale.  
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Curation at Scale: 

Polly currently hosts more than seven lacs datasets which consist of public, premium and 

proprietary datasets. More than 20 data types are available on Polly from 32 data sources. 

Datatypes available on Polly are namely Single-cell, metabolomics, proteomics, drug screening, 

Gene effect and mutation etc.  (Fig.2.). 

Four million samples from data sources are hosted on Polly, which are curated before they are 

made available on Polly. The data comprises more than 300 organisms, and out of it, 80% belongs 

to humans. 

 

Fig.2. Data types on Polly 

 

Metadata annotation: 

Metadata annotation is an indispensable part of data curation to bring in the quality of the work 

process. 

In simpler language, it can be defined as annotating different kinds of metadata in different data 

sets using the same molecular identifiers and tagging each sample with similar information. 

 

Metadata at source 
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The metadata in the source is in poor shape. More than 50 per cent of the annotations are missing, 

and only 2% of annotations present follow the same vocabulary. 

The figure (Fig.3.1) exhibits the annotation discrepancy as the disease name is not explicitly 

mentioned. The disease name is T-ALL (T- cell acute Lymphoblastic Leukemia) and is expressed 

in a critical manner under the source name. As the name of the disease is not mentioned, it becomes 

almost impossible for scientists to reuse the data despite it being available and accessible in public 

databases. Until we have a very close look at each and every piece of information available with 

the data set identifying the name of the disease is Sisyphean. 

 

 

Fig.3.1.  Metadata at source  

 

Similarly, in the other figure (fig.3.2), it is difficult to identify the disease name Acute myeloid 

leukemia as it is present under the source name, making it almost impossible to recognize the 

disease until one glances closer at the source name. 
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Fig.3.2. Metadata at sources  

 

At Polly, the scale of curation is huge, with approximately 4.1 million curated samples and 1.2 

million manually curated labels present on Polly today. Also, it is a norm to add five fields every 

quarter to Polly. 

Fig.5. denotes the difference between annotations between the sources of data and Polly. It is 

evident from the figure that Polly has <1% of missing annotations, and annotations follow the 

same vocabulary/ ontologies throughout the platform, whereas the non-curated data at data sources 

for, e.g. The Human Protein Atlas, TCGA, GEO has only 2% annotations following the same 

vocabulary and >50% annotations are missing. 
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Fig.4. Polly Vs Sources 

 

Need for curation at scale: 

It can be stipulated from the figure that 80% of the data sources don't have a mechanism to search 

samples. Due to missing annotations, there is again a drop of 17% in results for samples, and 

further lack of standard ontologies reduces 10% reduction in sample search. Ultimately the 

quantity of data retrieved is minuscule, and the quality of data is compromised. This reduces the 

scope of FAIR data. 

 

For instance, in the figure (Fig.5), there might be a lot of data available for the Drug Rapamycin, 

also known as Sirolimus; however, due to a lack of standard ontology, the drug samples might be 

present with different names making it difficult to find all the samples for the drug. 
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Fig.5. Missing annotations  

 

At Polly, when one searches for a dataset, the results exhibit data not only from one source but 

also from other relevant sources, increasing the number of datasets with annotation by 300% more 

which in many cases may be complementary that can help the researcher to gain a deeper dive into 

the data. For instance, GEO contains data relevant to the immune response in diverse design 

experiments, and LINCS have data relevant to treatment. The information can hence be combined 

to answer a lot of biological questions (Fig.6.) 

 

Fig.6.Searching for Datasets at Polly 
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Another example is if a researcher wants to analyze Rapamycin treatment across various cell lines 

or tissues. The researcher might have to learn different sources and standardize the ontologies 

themselves to create the cohorts for different samples, but at Polly, one can find the cohorts of 

Rapamycin DMSO and controls in a prefabricated from across various sources on Polly (Fig.7.). 

This increases the efficiency of the researchers and makes cohorts of interest 30 times faster than 

the source. 

 

 

Fig.7.Analysis on Polly Vs Sources: Rapamycin treatment 
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Steps in Curation: 

Data is collected from various sources (private/ proprietary) and then annotated weakly by ML 

models, after which expert annotation is carried out by bioinformaticians and scientists. This data 

is then fed to the ML model, which learns and curates better in the next annotation. As the number 

of iterations increases, the ML model efficiency also increases. The steps involved are: 

 

1. Data download: 

Bio-medical data from a multitude of sources such as GEO, GDC, TCGA, LINCS, ImmPort, and 

publications. Also, the metadata associated with these data may be available along with the data 

or separately. These will be downloaded and stored.    

 

2. Data audit and ingestion: 

Data auditing is carried out to assess how a dataset is fit for a given purpose. Ingestion gathers data 

and brings it into a data processing system where it can be stored, analyzed, and accessed. When 

the data source is a public repository, the data type and the file formats which will be present in 

the repository are known. In this case, a data audit is carried out first and then the ingestion process 

can take place. On the other hand, if the data to be processed is proprietary data, it could be ingested 

first to organize it before it can get into an auditable form. 

 

3. Curation: 

The curation process can be manual, automatic, or a combination. 

Manual curation methodology: 

1. Double-blinded curation - In this approach, two different curators are assigned with the 

same data and the same guidelines to curate independently. 

2. Consensus - After independent curation, the curated data will be compared. If the data 

matches 100%, it will be sent for expert review. If the matching score was less than 100%, 

the data would be sent back to curators for post-consensus discussion. 

3. Post Consensus Discussion - For each data, the curators will discuss the resources and the 

values. After mutual agreement, the value for each field will be finalized. 

4. Expert Review - The values in each field for both standard information and experimental 

information will be reviewed by the expert team 
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ML-based curation methodology: 

To support and accelerate the manual curation process, Polly has Polly Bert, which is one of the 

most optimized models in the biomedical industry, trained on 17 billion words and 660 million 

parameters. This model helps in weakly annotating the datasets according to a given set of rules 

and also actively learns from each processed dataset. 

 

Breaking barriers to data usability (Fig.9.) 

Table 1. Pain Points in biomedical research and their solutions 

Pain Points Solution 

Lack of metadata annotations prevents data reuse 

and affect the findability of relevant data 
 

Metadata harmonization by mapping 

metadata to known biomedical ontologies 

Inconsistent data schema and processing reduce 

interoperability and reusability 

Data streamlined in one consistent schema 

and processed with state of art pipelines 

Lack of infrastructure to process raw data at scale 
 

Scalable cloud platform to store and process 

data at scale 
 

Data is in silos, hampering accessibility 
 

Access to centralized atlas of curated data on 

Polly 
 

 



48 | P a g e  
 

 

 

Fig.8. Barriers in Data usability 
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Case Study to highlight the importance of the Fairification process- Roche [14] 

Roche's main goal was to use FAIR and shareable data to accentuate the development of new 

pharmaceutical therapies. 

The objective was to not only FAIRify legacy datasets in various Therapeutic Areas (TA) but also 

to build mechanisms for future research's potential FAIRification. 

The following were part of the first strategic plan: 

1. Identify and develop use cases, as well as research studies that are relevant. Age and 

applicability of a dataset, and the significance of a study for fostering translational research, 

all are factors to explore. 

          Find the datasets, relevant documents, and research groups. 

1. Restriction of access based on Study Informed Consent Forms and study status ensures 

data protection. 

2. Determine which sections of the data require FAIRification. Or only the data that'll be 

useful in drug discovery and development? 

3. Design the FAIRification process and resources. Using the Clinical Data Interchange 

Standards Consortium and sponsor extensions, use reference data to harmonize and 

standardize the data set. The FAIR principles are completely implemented in Roche's 

reference data, including the use of Unified Resource Identifiers (URIs) for data and 

metadata. 

4. To generate a FAIR version, execute mapping and transformation processes on the 

research. 

5. Perform thorough quality assurance and evaluate FAIRness in line with curation norms. 

6. Value is determined through close collaboration with data scientists. 

 

Outcomes: 

Outcomes from Roche's data FAIRification process 

Roche effectively used FAIRification in four of their therapeutic fields, including ophthalmology, 

autism, asthma, and COPD. FAIRification strengthened its procedures to better curation and 

management of data and metadata as a consequence of the project.  

The three important lessons that Roche noticed were -: 
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• Because of the unequal adoption of data management standards, Roche noticed that data 

comprised of different models over time. 

• Due to the company's vast growth, system evolution, and personnel leaving or moving on 

to other areas, Roche noticed various challenges linked to data Findability and 

Accessibility. 

• The third most important obstacle was a cultural one: an unawareness within individuals 

of the merits of FAIR data. 

 

FAIRification culture at Elucidata: 

Elucidata understands that FAIR Implementation for clinical data necessitates a cultural shift to a 

data-centric mindset that is followed by everyone as best practice. Polly is designed to combine 

end-to-end curation workflows to allow data FAIRification at scale, hence improving the 

FAIRness of healthcare data and metadata. 
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Challenges in Implementation of Fair data [15]: 

• The cost element involves the initial cost of modifying current data to meet data standards, 

as well as the historical expenditure in old systems and the cost of data loss during the 

transition. While there'd be some upfront expenditures associated with becoming FAIR 

compliant, a study conducted by the European Commission assessed the minimum yearly 

cost of scientific fields without FAIR data to be €10.2 billion throughout the EU. FAIR is 

not only cost-effective to adopt, but it also provides long-term financial rewards. 

 

• Culture shock: According to research, the second most difficult obstacle for life science 

organizations seeking to establish data-driven and digital competencies is culture. Cultural 

barriers might include a lack of understanding of data principles, misconceptions about the 

difficulty of applying FAIR, and academics' attachment to old systems. These may be 

readily overcome by further education about the need for data standards, both within the 

industry and at the university level. 

 

• The compliance barrier: Changing procedures can be difficult due to the extensive 

regulation that exists throughout scientific sectors, ranging from health and safety rules in 

chemicals to approval cycles in life sciences. FAIR data standards, on the other hand, are 

advantageous from a regulatory standpoint, guaranteeing that. While some people believe 

that applying FAIR requires all data to be available, this is not the case — especially when 

it comes to patient confidentiality, legal sensitivity, or economic interests. 'Closed' data, on 

the other hand, should not be excused from being FAIR just because it isn't publically 

accessible. 

 

Way forward with FAIR data: 

• Enhances the rate of discovery 

When datasets are openly accessible, they may be easily accessed and utilized to build a more 

comprehensive view of a particular topic, or they can be studied by data mining tools to find 

connections that the creators of the original data were oblivious of. 

• Ensuring that no major breakthroughs are missed. 
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Any given dataset may be used or analyzed in a variety of different ways. To someone with a 

different viewpoint or analytical method, what seems to be noise to one individual might be a 

significant finding to someone else. 

• Enhances the scientific and academic record's integrity 

Researchers can double-check one other's research and confirm that conclusions are supported by 

scientific evidence when the data that underpins findings is accessible. 

• Many in the research community are beginning to see open and FAIR data as a crucial 

aspect of today's research business. 

Institutions participating in the research process, from research funders to publishers, are 

beginning to demand that, at the absolute least, the data that underpins publications be made readily 

accessible. 

 

 A FAIR future for all? 

While it is not required for organizations or individuals to use data management principles, it is 

strongly encouraged in today's rapidly changing scientific field. We're at the beginning of AI-

driven science, which has the potential to address some of the world's most pressing scientific 

issues, and data will be at the focus of it all. 

We have the opportunity now to work together and develop guidelines for our data to advance 

research. The alternative is to wait for the stage when technology compels organizations to format 

and standardize all their data. Then, the companies without FAIR standards will be one step behind, 

racing to meet the basic requirements needed to derive value from their data. 

We now have the possibility to collaborate and set criteria for our data in order to further study. 

Another option is to wait until technology forces organizations to format and standardize all of 

their data. Companies that do not adhere to FAIR principles will fall behind, racing to achieve the 

minimum criteria for extracting value from their data. 
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